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Let k be the minimum number of models required for an element to be included in the final output,
M be the number of models, S; be the set of predicted elements from the -th model where S; C U

and U is the universal set of all possible elements.
Our solution implements deep phenotyping pro-

cess using DSPy framework combined with
Sentence Transformers library for HPO em-
beddings model fine-tuning and LanceDB for
hybrid search of HPO terms in RAG compo-
nent. LLMs are exposed using OpenAl proto-
col (for quantized models with 8-14B param-
eters using Ollama, Llama3.1 70B and 405B
in the Azure Cloud). NeuML /pubmedbert-
base-embeddings was fine-tuned using Mul-
tipleNegativesRankingLoss loss function.
PhenoAgent’s user interface and application
programaming interface are implemented with
Gradio library. PhenoAgent can be deployed
locally, on-premise and in the cloud environ-
ments.

flz) = Z:Zl 1(z € 5;) 1)

SMoA-M-k ={x €U | f(x) > k}

where 1(x € 5;) is an indicator function that is 1 if x is in .5;, and 0 otherwise.
PhenoAgent-MoA-M-k is the identifier of the strategy presented in the results section.
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