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Background
Genomic studies often rely on computationally
intensive analyses of relationships between fea-
tures, typically represented as intervals along
one-dimensional coordinate systems (e.g., chro-
mosome positions). Existing Python genomic
interval libraries—such as PyRanges, Bioframe,
and PyBedtools—rely on eager, in-memory ex-
ecution models and focus primarily on optimiz-
ing genomic operations rather than end-to-end
processing and I/O.

Methods
To address these challenges, we present polars-
bio, a Python library that, following Com-
posable Data Management Systems(1) princi-
ples, combines the strengths of Apache Data-
Fusion(2)—an extensible, columnar, out-of-
core, multi-threaded, vectorized execution en-
gine—Apache Arrow, a columnar memory
format for efficient data representation and ex-
change, and the user-friendly, high-performance
Polars(3) library. To facilitate real-world ge-
nomics workflows, polars-bio includes fast read-
ers for standard genomic file formats such as
BED, GFF, VCF, BAM, and FASTQ, with
predicate and projection pushdown optimiza-
tions. It also supports popular cloud object
storage systems: AWS S3, Google Cloud
Storage, and Azure Blob Storage.

Discussion
• High performance: Vectorized, colum-

nar lazy execution (Polars+Apache DataFu-
sion) with predicate/projection pushdown,
parallel readers, and zero-copy data ex-
change delivers end-to-end speedups and
cost efficiency.

• Out-of-core cloud-native: Streaming
and partitioned processing of bioinformat-
ics file formats and genomic range oper-
ations scale beyond RAM, with first-class
S3/GCS/Azure support enabling a unified
Genomic Data Lakehouse.

• User-friendly reproducible: Concise
Polars expressions and SQL interoperabil-
ity lower the barrier from notebook to pro-
duction.
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Architecture

Panel A—Main components of the polars-bio architecture and key technologies used.
Panel B—polars-bio integration points (Table Providers and Polars I/O plugin with zero-copy
via Arrow C Stream FFI), predicate/projection pushdown in lazy plans, and an example dataflow
demonstrating both DataFrame and SQL APIs.

Results

Panel A—Speedup distribution for genomic interval operations: 50 different pairs (combinations
of datasets) from the AIList(4) benchmark; # overlaps: 5× 104–109; inputs: 2× 105–107 intervals.
Panel B—End-to-end overlap pipeline saving results in Parquet (# overlaps ∼ 3× 108), polars-bio
modes: (i) full materialization in memory prior to file export and (ii) streaming result batches.


