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Generative Al workflow in Vertex Al

Rapid prototyping Development of user request processing with optional augmentation

Vertex Al Studio Ul Behind the scenes I (,)
]

Input .
et b @ Foundation Models Model
EI Responsibie customization
Al & Safety
Prompt Google models Tuned models
i Data prep N
Text i i Partner models Open models
Image Tune
Video
Audio @ R Evaluate
Request augmentation
Document
Responsible Deploy
Al & Safety .
Grounding >  Monitor -/
RAG

Function Calling

* (optional)
Response < — Dq -—
Citation Check

Output
rejected for
Responsible
Al & Safety




ick start

Qu




Prototyping with Vertex Al Studio - no code approach
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Prototyping with Notebooks (Colab/Workbench) - low code approach

w 0 i

Run in Colab View on GitHub Open in Vertex Al Workbench

grounding_source = GroundingSource.WebSearch()
response = text_model.predict(

PROMPT,
grounding_source=grounding_source,

response, response.grounding_metadata

Initialize Vertex Al SDK for Python

Initialize the Vertex Al SDK for Python for your project:

vertexai.init(project=PROJECT_ID, location=REGION)

Initialize the generative text and chat models from Vertex Al:

text_model
chat_model

TextGenerationModel. from_pretrained("text-bison")
ChatModel. from_pretrained("chat-bison")

Example: Grounding with Google Search results

In this example, you'll compare LLM responses with no grounding with responses that are grounded in the results of a Google Search.

You'll ask a question about a recent hardware release from the Google Store.

PROMPT = (

"What are the price, available colors, and storage size options of a Pixel Tablet?"

)

Text generation without grounding

rediction request to the LLM with no grounding:

response = text_model.predict(PROMPT)
response

*kPrice:kxxk

* Starting at $399 for the Wi-Fi-only model with 128GB of storage
* $499 for the Wi-Fi + 5G model with 128GB of storage
* $599 for the Wi-Fi + 5G model with 256GB of storage




Gemini model family

Model

Gemini 1.5 Flash

Gemini 1.5 Pro

Gemini 1.0 Pro Vision

Gemini 1.0 Pro

Text

<

NS K

Code

!

S NS

Gemini 1.5 Pro

Mid-size multimodal model with
breakthrough long-context understanding

. A new Mixture-of-Experts (MoE)
architecture that provides more efficient
training and serving, while increasing
model performance

. An expanded context window (up to
1 million tokens) for complex reasoning
across vast amounts of information

. Better understanding and reasoning
across modalities including text, code,
image, audio and video

Images Audio Video Video/audio
v e o Y
v 7 v 7
w S v N
O N N N

% IR I MR

May 24, 2024

Generative Al on Vertex Al

The Gemini 1.5 Pro ( gemini-1.5-
pro-001 ) and Gemini 1.5 Flash
(gemini-1.5-flash-0801 ) models
are Generally Available. For more
information, see Google models,
Overview of the Gemini API, and Send
multimodal prompt requests.
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Key LLM-powered apps challenges

Knowledge

= cut-off LLM
G ini 1.5 Large Language Model
emini 1.
Pro/Flash Early 2023 G e ﬁn°
Gemini 1.0 I I I L
Pro Early 2023 [1
® o o

September
GPT-3.5 turbo 2021 2
GPT-4 September <\ L) « Outdated knowledge

20213 :

x No internal company data
Knowle'\c/llge(;é’zszsasof ? X Ha”UClnathnS
ay . .
NC O x No links of model

) responses to specific
information


https://ai.google.dev/models/gemini
https://ai.google.dev/models/gemini
https://learn.microsoft.com/en-us/azure/ai-services/openai/concepts/models#gpt-35-turbo-model-availability
https://openai.com/research/gpt-4

How to overcome some of them?
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RAG in 2 steps

Retrieval

Augmented

Generation

Matching
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Gemini function calling

CaD—

©

1. define custom functions (e.g. external REST APIs) and provide
these to a generative Al model.

2. during processing a query, the model can choose to delegate

©

certain data processing tasks to these functions

Parallel Function

Calling Calling
3. model does not call these functions just choose them and LN J
provides structured input
4. external orchestration mechanism needed for calling and
bringing the output back to the model as an additional context
Gemini

Prompt

weather for Miami Gemini + Function Calling

Forced Function

Natural Language Response

"The current
| temperature in Miami

‘Can you tell me the
and London?"

v 4

Function Call 1 ]—»[ Function Call Response 1 ]_

[
(
~{ Function Call 2 J——»[ .—»[ Function Call Response 2 JI

API Call 1 |—

API Call 2

is 86 °F and in
London is 18 “C."
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(o:1]}

API

Parameters

Function
Response

API API
Endpoint Response

Model Response



Towards agentic RAG architecture

Enhanced/generalized set of architectures that combine:
e Agent - an automated reasoning and decision engine
e Tool/function calling - dynamically reach out to other knowledge sources
Query Planner

e Reasoning loop/iterative instead of zero-shot strategy (memory)
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e < Query > [|——>| Response
A | I N\
|
\\
P AP saL1
H Vector "
H 2 LLM
"\ AP DB |




tart

GenAl jump s




Generative Al building blocks

e Vector database for semantic/hybrid search (knowledge database)
e Large Language Models (for embeddings and text generation)
e Integrations:

o Data sources ( structured/unstructured )

o External APIs for function calling

o Conversational User Interfaces (e.g. Teams, Slack, etc.)

o Document Storage (e.g. cloud object storage)

o (Optional) high-performance framework for building APIls_-

e Orchestration (data) framework to combine all above



RAG flavours on GCP - managed vs DIY approach

e fully managed with Vertex Al Agent Builder

e partly managed with Llamaindex and RAG API

e full control - combination of choice

of open-source (e.g. LangChain, Llamaindex ) DIY RAG search

H 4 N N\ N Nt N
and managed services, such as AlloyDB, Vertex ;
11 1 Collection Parsin Chunki Embeddi Stor:
AI Sea rCh a n d Ge m I n I m Od e IS fa m I Iy Web Crawlelrc,)FiIes, Documeitilogrsimilar S Pa:_nM ce>r sirl:ilgr Man)?oa:)?izns
DBs, Connec tors
How do | get ax Ho d I Ho sh Idl nt Which vect :
[m {erish J [ b J [ J [ J [W:'sm;::;‘;?;s',’;%e?J
\ TN J X 9N J
@ Runtime

~N
i
)

Query Search Summarization & Conversation Serving
Matching engine Gemini APl or similar Cloud host
Is ANN enough? Shol Idw Keeping conte: !wl dows, . 5
Fipenirhiodotd e F o ENSW Winat s e Frompt Engnering. i e
9% | |||  bestsimilarit y memc? Tuning, Require cnla\ions 5 Y ?
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https://cloud.google.com/products/agent-builder
https://www.llamaindex.ai/
https://cloud.google.com/vertex-ai/generative-ai/docs/model-reference/rag-api
https://cloud.google.com/blog/products/databases/build-rag-applications-with-langchain-and-google-cloud

Fully managed with Vertex Al Agent Builder

Conversational user interface

DialogHlow
Messenger

o

Data sources

Cloud s@L
A [ WXL
Vs
1 l
Vertex Al [l
Agent Builder /
) Big Query Web sites
App engine
A
& Create App
O Type Select app type
o Configuration Select the type of application you want to create
© poata
o oo
2 &= ’

Search Chat Recommendations Agent

Get quality results out-of-box and easily Answer complex questions out-of-the-box Create a content recommendation engine Built using natural language, agents can

customize the engine answer questions from data, connect with

business systems through tools, and more
SELECT SELECT SELECT
SELECT




Chat app (Vertex Al Conversation)

Select app type

Select the type of application you want to create

Search Chat

Get quality results out-of-box and easily
customize the engine

SELECT SELECT

Answer complex questions out-of-the-box

=
(=) S

Recommendations

Create a content recommengétion engine

SELECT

LU @ PREVIEW

Built using natural language, agents can
answer questions from data, connect with
business systems through tools, and more

SELECT

Create a Data Store

© source Select a data source

o Data Choose a data source for your data store

[ Data

& Create App

@ Type Agent configurations
& Configuration

e Data

Configure your agent settings

You can review the pricing for each feature on our Pricing Page. &%

Agent configurations
Company name *

‘ xebia

Providing your company name helps the model provide higher-quality responses

v SHOW TIME ZONE AND LANGUAGE

Your agent name
Agent name *
xebia-data-blog

1D: xebia-data-blog_1716787108327. It cannot be changed later. EDIT

Location of your agent
Location type @
O Region
Lower latency within a single region
@ Multi-region

Highest availability across largest area

Multi-region *
‘ global (Global)

CONTINUE CANCEL

Agent Builder

© configuration

‘ Q_ Search sources

Native sources

@

Website URLs

Automatically crawl website content
from a list of domains you define.

SELECT

Cloud Storage

Import data from your storage
bucket. API.

a manually by calling the

SELECT SEE DOCUMENTATION (2

Data stores > xebia-blog-gs > Data

= xebia-blog-gs

Data store ID xebia-blog-gs_1716787050502
Type Unstructured data

Region global

Language N/A ,‘

Connected apps [E) xebia-data-blog

Number of documents 1

Last document import A May 27,2024,7:17:41 AM
VIEW DETAILS

DOCUMENTS ACTIVITY PROCESSING CONFIG

+ IMPORT DATA @ PURGE DATA

URI

<>

76596fd02faf647e4c9ddcd05abe325f gs://xebia-blog-demo/posts/RAG on GCP_ production-ready GenAl on Google Cloud Platform - Xebia.pdf (3

Publish {33 Agent settings 2] Test Agent

S M® O

Environment: Draft
Flow: Default Start Flow
Page: Start Page

What are the RAG on GCP
flavours?

7

The RAG flavours on GCP are:
Fully managed: using Search &
Conversation. Partly managed:
managed search using Search &
Conversation but manual prompt-
engineering using Gemini. Full
control: manual document
processing using Document Al,
embedding creation and vector
database management using
Vertex Al Vector Search.

{ Custom payload } v

(=

[ralk to agent ©)

B>

X



Agent App with Slack integration

Create an agent

splay
[ xebia-agent

Region*
[ us-centrall

Region cannot be changed after the playbook is created.

oncn

-
-
-
-
v - _-
-
& -7
u] Integrations == _--
-
.-
o TextBased -
-
_-
Suggested --
=] -
B ° T
pal : s
_-
Dialogflow Messenger Messenger L& N Google Chat
-
@ _--
Connect _ Gomect Connect Connect

slack Twillo (Text Messaging) Discord

Manage Connect [ Connect [ Connect [

Telegram

®

Azure Bot Service/Skype

Spark (Webex)

Connect [ Connect [ Connect [ Connect [

Aop
gent Console Agent May 27, 2024,

¥
o] & xebia-agent < Versionhistory [ Save
Basics  Examples
Agent
G | [
A agent s of a Vertex A Each sgent s Learn more
2 coal
~Goalt
@ Default goal
%
Hgh the goalthe agent intend: eh L
Instructions @ sample
(~ Instuctions
- Greet user
- Use ${T00L:xebia-blog-gs} to answer user question.
[rRpes—

may be nested to specify substeps. Use the syntax ${T00L: tool name} and S{AGENT: agent.

agent
Available tools

use selected tools tools, including 3P, in steps. Create a data store
toolto. gent to answer

5 Conversation on May 26, 2024, 11:13 PM
10: 6dddeet?-7ec 08 a5(6-7401576b345

xebiabloggs & xebiablog-gs
29 99 99
Tool acton

1
uput parometers

1
Inputparameers

agentinvocations
xebia-blog-gs -
xebia-agent
xebla-blog-gs .
- Name ofthe action 1 be caled during the too use.
- Tool input

- . [ OUM (200) * e
- on Google Clou Platform - Xebia”
]

Tool output

<

- >
- “query”: "wnat is RAG" i
- 3 i

" "RAG on GCP: production-ready GenkT
- on Google Cloud Platform - Xebia®,
- “urt": "https://storage. cloud.aoogte. con/
- xebia-blog-deno/p0sts/RAG on GCP_
- production-reasy GenAl on oogle Clous
- Platforn - Xebia.pdfépage=s",
- “text": "ertex AL Search & Conversation is
- a service tailored to GendT usecases, built
€0 do some of the heavy Lifting for us. It
can ingest docunents, Create enbeddings and
manage the vector database. You just have to
focus on ingesting data in the correct
format. Then, you can use Search &
Comversation in miltiple ways."
¥
1
swer"s "RAG stands for Retrieval-Augnented
Generation. It is a technique that cosbines docunent
retrieval and answer generation to provide more

factual and conpreensiue answers. RAG systens use
- docunent processors, vector databoses, and Lorge
- Language Hosels (LLAS) to retrieve retevant

- inforsation and generate human-readable answers.
- Gosgle Cloud Platforn offers services that can help
- buil product ion-ready RAG solutions.”

\

. Marek 8:21AM -7 e :
= @VertexAlBot what is RAG ? --"

- production-feady RAG solutions.

@ VertexAlBot APP 521 AM s -
RAG stands for Retrieval-Augmented Generation. It is a technique that combines document retrieval and answer generation to

provide more factual and comprehensive answers. RAG systems use document processors, vector databases, and Large Language
Models (LLMs) to retrieve relevant information and generate human-readable answers. Google Cloud Platform offers services that

lcan help build production-ready RAG solutions.

Marek 5:24 AM
= @VertexAlBot what are RAG flavours on GCP?

VertexAlBot APP 5:24 AM

4 Google Cloud Platform offers three levels of control in deploying a RAG application: Fully managed: using Search & Conversation.
Partly managed: managed search using Search & Conversation but manual prompt-engineering using Gemini. Full control: manual
document processing using Document Al, embedding creation and vector database management using Vertex Al Vector Search.



Partly managed: Llamaindex on Vertex Al

with a model

Conversational user interface

-

- 2

Slack.

App ergne

~

Existing managed index, retrieval and ingestion APIs in place
Supported file formats, transformations and data sources

Llamaindex responsible for orchestration and communication

H Llamalndex

J

Loading

| Genini |

Vertex RAG API

Data sources

Cloud storage
—_—

singe e upload

N

Google Drive

Arbitrary data source
(LLamaindex managed)

y

Retrievers
Routers

Node Postprocessors
Response Synthesizers

l

Y
\

Indexing

Storing

Querying

Y

Evaluating

Llamalndex
154,093 followers

1w-®

Announcing Llamalndex on Vertex Al

™~

We are excited to partner with the Vertex Al team (Google Cloud) to feature a
brand-new RAG API on Vertex, powered by Llamalndex advanced modules that
enable e2e indexing, embedding, retrieval, and generation.

It is simultaneously . easy to setup and use, while % providing developers
programmatic flexibility to connect a range of data sources (local, GCS, GDrive)
and file types (PDF, GDoc, Slides, Markdown) and experiment with both
indexing and retrieval parameters.

Of course it supports all the latest LLMs:
Gemini 1.5 Flash

Gemini 1.5 Pro

Gemini 1.0 models

Full examples, API reference, and pricing information are provided in the docs
below.

Llamalndex on Vertex Al Docs: https://Inkd.in/dSK7cQVP

Vertex /O announcement blog: https://Inkd.in/dWShgbAR

LLLLLLL



https://cloud.google.com/vertex-ai/generative-ai/docs/llamaindex-on-vertexai
https://cloud.google.com/vertex-ai/generative-ai/docs/llamaindex-on-vertexai#supported-doc-types

Full control with Langchain on Vertex Al

end-to-end control over

ingestion mechanisms

embeddings computations

underlying vector search engine, such as AlloyDB, Vertex Al Search, CloudSQL with pgVector

runtime environment, such as GKE, Cloudrun, on-premise

selection of a data framework, such as Llamaindex or Langchain

O
O
O
O
O
R
| |
& &
aave Cloud Run
f
A
Slock - @ »
Y

~

| Geniini |

Cloud storage

A———‘f@ Guardrails Al H

LangChain ]

Llamalndex

Function r;al\ing

© ©
X

¢ A N

&

AlloyDB/Clouds@L

Vector index

Vertex Al Search

Ad

Preprocessina <+

Documertts


https://cloud.google.com/vertex-ai/generative-ai/docs/reasoning-engine/overview
https://www.llamaindex.ai/
https://www.langchain.com/

Going live




When Going to Production - 4 principles

1aC Cl/CD Observability
Replace all All code is Every component is
manual effort provisioned using monitored (inlc.
with Terraform Cl/CD LLMs)

Security

Infrastructure best
practices and
LLMs guardrailing

Yo

Q_) Faster go to market times ©9( Lower Operational Costs

z@ Higher Auditability



On LLM monitoring with Langfuse

e observability and tracking
platform

® monitor costs, utilization
and latency of models

® monitor user interactions
with LLMs

® easy integration with Llamaindex or
Langchain

=2 Langfuse

Dashboard




LLM guardrailing

Validators

SSSSSSSS

RRRRRRRRRRRRRRRRRRRRRRRRRR

e Guardrails a Python framework with a collection of pre-built measures of specific types of
risks (called validators)

e Presidio is focused on identification and anonymization of private entities in text and
images

o set of different techniques
o can be deployed also as a service and integrate

Presidio Detection Flow

Regex NER(ML)* Checksum Context Words ~ Anonymization

With I | m p rOXy | i ke | ite | | m pattern leveraging natural validate patterns increase the multiple

everaging nat
recognition language to detect (if applicable) detection anonymization
entities confidence techniques

e |Im-guard provides set of additional scanners like secrets, toxicity and other prompt
injection attacks
e alternatives: last _layer, PromptArmor (commercial)



https://github.com/guardrails-ai/guardrails
https://microsoft.github.io/presidio/
https://github.com/BerriAI/litellm
https://github.com/protectai/llm-guard
https://github.com/vllm-project/vllm
https://promptarmor.com/

DEMO time




Xebia Data Copilot architecture

7 )

Data PIaH:orm context f Codebase context Best practices prompt
;’ templates

za T ©
_[ Specialized LLMs

Data Lakehouse Data Ca+alog

A& 4

S

/;L Hybrid search r i J( > Q ‘. ;
0 >Min

!;!. LanceDB Data Copllo-l' RAG |

/dbtSQL jaffle How many products by type and
suppiier that can decay and sort by product count
desc?
© Enter
® s

Analyﬁcs Engneer

phind-codellama:34b S—



Xebia Data Copilot Primer

e An extensible Al programming assistant for SQL

and dbt code

I perishable_products.yml £ perishable_prod

models > marts > = perishable_products.sql
perishable_products as ( : perishable_products.sql (1-23)

perishable_products as (

e Powered by:

p.product_type,
s.supply_name,
COUNT (p.product_id) product_count s.supply_nane,
e Large Language Models (SOTA LLMs) Fro1 CONT(pproduct_id) 35 prodict_count

ref('products’) }} p

p.product_type,

{{ ref('products') }} as p

e Robust RAG architecture i Pk 1 "« s

p.product_id = s.product_id 7 ,
p.product_id = s.product_id

1 Hybrid Sea rCh teCh niq ues S:1a perisnanie supplyic TRUE o ‘s.1sgperishable75UDDlY = TRUE

£: PrUCUGE_Lypes ; L).product_type,
e Fast Vector Database s-supply_name s

/dbtDataQuality

ROM perishable_products

. Curated Prompts Y product_count

@RAGDB jaffledb what column and table to use if |

[ ] BU||tin Data Comma ndS rieed to find products that can decay?

e Integrate with VS Code through

Data “slash” The information about whether a product can decay or
. . commands not (i.e., if it is perishable) can be found in the 'supplies’
O pe n-SO U I’CG CO nt' n u e o d eV CO p | | Ot table under the 'is_perishable_supply' column. The

TERMINAL  DEB SOLE  PORTS ( SULTS  LINEA TIONEDITOR  ACTIONS 2 » ldbtSQL Write a SQL cod

(base) » 1z 0 x dbt run -s perishable products b.] python3.8 » IdbtModel

12:32:23 Running with d 7.8 [ zsh » [dbtDat; li
132: Registered adapter: duckdb=1.7.2 » ataQuality
Found 14 models, 6 seeds, 25 tests, 6 sources, @ exposures, 13 metrics, 773 macros, @ groups, 6 semantic models

Concurrency: 1 threads (target='dev') € Enter

1 of 1 START sql table model main.perishable_products .« [RUN]
1 of 1 OK created sql table model main.perishable_products «o [0K in 0.14s]

Finished running 1 table model in @ hours @ minutes and 0.44 seconds (0.44s).



https://www.continue.dev/

Play with Gemini models and Xebia Data Copilot in 3 steps

Google Al Studio

Get APl key

> Create APl key

Create APl key

Select a project from your existing write-access Google Cloud
projects

~ Search Google Cloud projects

| @ Generative Language Client gen-lang-client-0537298548 ]

@ Create API key in existing project

{} config.json 4 X
Users > mwiewior > .continue > {} config.json > [ ] slashCommands
"title": "Gemini Pro",
"provider": "gemini",
"model": "gemini-1.5-pro-latest”,
"apiKey": "AIza

"title": "Gemini Flash",
"provider": "gemini",

"model": "gemini-1.5-flash-latest",
"apiKey": "Alza

Continue Diff X »v O D A &% © B & - O

perishable_products.sgl U

Users > mwiewior > .continue > .diffs > = _f Users_f_mwiewior_f_research_f_git_f_lakehouse

+ B O X

— /dbtSQL jaffle How many products by

Accept All @ (320 €) | Reject All (¥0®)

type and supplier name that can decay

and sort by product count desc?

with perishable_products as (
select
p.product_type,
s.supply_name
from {{ ref('products') }} as p
join {{ ref('supplies') }} as s on p.product_id = s.product_id
where s.is_perishable_supply = TRUE

SELECT p.product_type, s.supply_name, |
F products p

JOIN supplies s ON p.product_id = s.prq
WHERE s.is_perishable_supply = TRUE

), GROUP BY p.product_type, s.supply_name
ORDER BY product_count DESC;

product_counts AS (
SELECT
product_type,
supply_name, /dbtModel
COUNT (DISTINCT prod L0ading.. product_count
rom perishable_products
SROUP BY product_type, supply_name

from product_counts

PROBLEMS  OUTPUT  TERMINAL Blzsh +~v @D w

ducts

04:54:07 Running with dbt=1.7.8

04:54:07 Registered adapter: duckdb=1.7.2

04:54:07 Found 14 models, 6 seeds, 20 tests, 6 sources, @ exposures, 13 metric
s, 773 macros, @ groups, 6 semantic models

04:54:07

04:54:08 Concurrency: 1 threads (target='dev')

1 of 1 START sql table model main.perishable_products
[RUN]

1 of 1 OK created sql table model main.perishable_products
T0K in @.15s]

Finished running 1 tablewedel _in @ hours @ minutes and @.45 seconds

Completed successfully

04:54:08 Done. PASS=1 WARN=0 ERROR=0 SKIP=0 TOTAL=1

: . Gemini Pro £
(base) » lakehouse-copilot-demo X

© Enter
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Thank youl!

Marek Wiewiorka
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